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In IPCC (1990) and IPCC (1992), very low confidence was
placed on the climate change scenarios produced by general
circulation model (GCM) equilibrium experiments on the sub-
continental, or regional, scale (order of 105–107 km2). This was
mainly attributed to coarse model resolution, limitations in
model physics representations, errors in model simulation of
present-day regional climate features, and wide inter-model
range of simulated regional change scenarios. Since then, tran-
sient runs with Atmosphere-Ocean GCMs (AOGCMs) have
become available that allow a similar regional analysis. In
addition, different regionalization techniques have been devel-
oped and tested in recent years to improve the simulation of
regional climate change. This section examines regional
change scenarios produced by new coupled GCM runs.
Following the 1990 and 1992 reports, emphasis is placed on
the simulation of seasonally averaged surface air temperature
and precipitation, although the importance of higher order sta-
tistics and other surface climate variables for impact assess-
ment is recognized (Kittel et al., 1995; Mearns et al., 1995a,b).

B.1. Regional Simulations by GCMs

In IPCC (1990), five regions were identified for analysis of
regional climate change simulation: Central North America

(CNA; 35-50°N, 85-105°W), South East Asia (SEA; 5-30°N,
70-105°E), Sahel (Africa) (SAH; 10-20°N, 20°W-40°E),
Southern Europe (SEU; 35-50°N, 10 W- 45°E), and Australia
(AUS; 12-45°S, 110-155°E). Output from different coupled
model runs with dynamical oceans for these regions was ana-
lyzed by Cubash et al. (1994a), Whetton et al. (1996), and
Kittel et al. (1997), while analysis over the Australian region
from equilibrium simulations with mixed-layer ocean models
was performed by Whetton et al. (1994). Results over two
additional regions were analyzed by Raisanen (1995) for
Northern Europe (NEU; land areas north of 50°N and west of
60°E) and Li et al. (1994) for East Asia (EAS; 15-60°N, 70-
140°E). To summarize the findings of these works, Figure B-1
shows differences between region-average values at the time of
CO2 doubling and for the control run, and differences between
control run averages and observations (hereafter referred to as
bias), for winter and summer surface air temperature and pre-
cipitation. Note that these models contain increases of CO2
only. Experiments including increased CO2 and the effects of
sulfate aerosols will be discussed later.

The biases are presented as a reference for the interpretation of
the scenarios, because it can be generally expected that the bet-
ter the match between control run and observed climate (i.e.,
the lower the biases), the higher the confidence in simulated
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Figure B-1: Difference between averages at time of CO2 doubling and control run averages (CO2–Control) and difference
between control run averages and observed averages (Control–Observed) as simulated by nine AOGCM runs over seven regions.
Units are °C for temperature and percentage of control run, or observed, averages for precipitation. In (f) and (h), values in excess
of 200% have been reported at the top end of the vertical scale. In (e), values in excess of 60% have been reported at the top end
of the vertical scale. Winter averages are for December-January-February (DJF) for Northern Hemisphere regions, and June-July-
August (JJA) for Australia; summer averages are for JJA for the Northern Hemisphere, and DJF for Australia. See Kittel et al.
(1997) for further details.



change scenarios. The model runs are labeled d, g, m, x, p, q, r,
s, and t as shown in the legend of the figure. Letter designations
here refer to model descriptions in Table B-1. Note also in
Table B-1 that the models employ different spatial resolutions
and flux adjustments.

Scenarios produced by these transient experiments varied
widely among models and from region to region, both for tem-
perature and precipitation. Except for a few outliers, individual
values of projected surface warming varied mostly in the range
of ~1 to ~5°C [Figure B-1 (a,c)]—with the NCAR(r) and
MPI(q) runs showing the least temperature sensitivity because,
with a 1% linear increase in CO2/year (Table B-1), CO2 has
increased only by a factor of 1.7 by the end of the 70-year sim-
ulation, compared to a doubling for the other model runs. For
most regions, the inter-model range of simulated temperature
increase was rather pronounced, about 3-5°C. With the excep-
tion of one or two outliers, the smallest inter-model range of
simulated warming at the time of CO2 doubling was over
Australia in summer and the Sahel in winter, where the scenar-
ios differed among models by no more than 1.3°C. It should be
noted, however, that for a region such as Australia continental-
scale agreement may come from canceling differences at the
sub-continental scale.

The surface air temperature biases had positive and negative
values both in winter and summer [Figure B-1 (b,d)]. However,
biases were mostly negative in winter and positive in summer,
an indication that the models tended to overestimate the sea-
sonal temperature cycles. Most biases were in the range of -7
to 10°C, but values as large as ~15°C were found. The small-
est biases were found over Australia and, with the exception of
one or two models, South East Asia and Southern Europe. Over
most regions, the inter-model range of temperature biases was
of the order of 10°C (i.e., it was greater than the inter-model
range of regional temperature increase). The surface tempera-
ture biases as well as the simulated regional warming scenar-
ios were in the same range as those reported in IPCC (1990) for
a number of equilibrium runs.

Regional precipitation biases spanned a wide range, with val-
ues as extreme as ~-90% or greater than 200% [Figure B-1
(f,h)]. The biases were generally larger in winter than in sum-
mer, and, overall, regions with the smallest biases were
Southern Europe, Northern Europe, and Central North
America. Regions receiving low winter precipitation (e.g.,
Sahel, South East Asia) tended to have large positive or nega-
tive biases, because small errors in control run values appear as
large biases when reported in percentage terms.

Simulated precipitation sensitivity to doubled CO2 was mostly
in the range of -20 to 20% of the control value [Figure B-1
(e,g)]. The most salient features of simulated regional precipi-
tation changes are summarized as follows:

• All models agreed in summer precipitation increases
over East Asia and, except for one model, South East
Asia—reflecting an enhancement of summer monsoonal

flow (contrast this result to the experiments that include
the effects of sulfate aerosols; see discussion below in
relation to Figure B-2).

• All models agreed in winter precipitation increases
over Northern Europe, East Asia, and, except for one
model, Southern Europe. In the other cases, agreement
was not found among models even on the sign of the
simulated change.

• Regions with the smallest inter-model range of simu-
lated precipitation change were Central North
America, East Asia, and Northern Europe in summer
and Southern Europe, Northern Europe, and East Asia
in winter.

• Overall, the precipitation biases were greater than the
simulated changes. A rigorous statistical analysis of the
model results in Figure B-1 has not been carried out;
however, it can be expected that, due to relatively high
temporal and spatial variability in precipitation, tem-
perature changes are more likely to be statistically sig-
nificant than precipitation changes.

In summary, several instances occurred in which regional sce-
narios produced by all models agreed, at least in sign. In fact,
regardless of whether flux correction was used, the range of
model sensitivity was less than the range of biases (note that
the scales in Figure B-1 are different for the sensitivities and
the biases). However, the range of simulated scenarios of the
model regional biases were still large, so that confidence in
regional scenarios simulated by AOGCMs remains low. It
should be pointed out that, while model agreement increases
our confidence in the veracity of model responses, it does not
necessarily guarantee their correctness because of possible sys-
tematic errors or deficiencies shared by all models. On the
other hand, in spite of these errors, models are useful tools to
study climate sensitivity (see IPCC 1996, WG I, Chapter 5).
Even though models cannot exactly reproduce many details of
today’s climate, key processes that we know to exist in the real
climate system are represented in these models (see IPCC
1996, WG I, Chapter 4). For example, the simulation of the
seasonal cycle of winds, temperature, pressure, and humidity
in both the horizontal and vertical provides us with a first-order
qualification of the fidelity of the models’ ability to capture
these basic features of the Earth’s climate. As another example,
AOGCMs exhibit the ability to simulate essential responses of
the climate system to various forcings (e.g., those involving El
Niño sea surface temperature anomalies and aerosols from vol-
canic activity). This increases our confidence in the use of
AOGCM sensitivity experiments to evaluate potential changes
in important climate processes.

B.2. Simulations with Greenhouse Gas
and Aerosol Forcing

Two simulations (x,w) were forced with the historical increase
in equivalent CO2, then a 1%/yr increase in equivalent CO2.
The patterns of change are qualitatively similar to those in the
experiments above. In Sections 6.2.1.2 and 8.4.2.3 of the
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Table B-1: Summary of transient coupled AOGCM experiments used in this assessment. The scenario gives the rate of increase of CO2

used; most experiments use 1%/yr, which gives a doubling of CO2 after 70 years (IS92a gives a doubling of equivalent CO2 after 95 years).
The ratio of the transient response at the time of doubled CO2 to the equilibrium (long-term) response to doubling CO2 is given if known.

Flux Warming Equilibrium
Center Expt Reference Adjusted? Scenario at Doubling† Warming Ratio (%)†

BMRC a Power et al. (1993), Colman et al. (1995) No 1%/yr 1.35 2.1 63

CCC b G. Boer (pers. comm.) Yes 1%/yr – 3.5

COLA c E. Schneider (pers. comm.) No 1%/yr 2.0 –

CSIRO d Gordon and O’Farrell (1997) Yes 1%/yr 2.0 4.3 47

GFDL e Stouffer (pers. comm.) Yes 0.25%/yr 2.6 3.7
f Stouffer (pers. comm.) Yes 0.50%/yr 2.4 3.7
g Manabe et al. (1991, 1992) Yes 1%/yr 2.2 3.7 59
h Stouffer (pers. comm.) Yes 2%/yr 1.8 3.7
i Stouffer (pers. comm.) Yes 4%/yr 1.5 3.7
j Stouffer (pers. comm.) Yes 1%/yr – –

GISS k Russell et al. (1995), Miller and Russell (1995) No 1%/yr 1.4 –

IAP l1 Keming et al. (1994) Yes 1%/yr 2.5 –

MPI m2 Cubasch et al. (1992, 1994b), Yes IPCC90A 1.3 2.6 50
Hasselmann et al. (1993), Santer et al. (1994)

n Cubasch et al. (1992), Hasselmann et al. (1993), Yes IPCC90D na 2.6
Santer et al. (1994)

o Yes IPCC90A 1.5 –
x3 Hasselmann et al. (1995) Yes IPCC90A na 2.6
y4 Hasselmann et al. (1995) Yes Aerosols na 2.6

MRI p Tokioka et al. (1995) Yes 1%/yr 1.6 –

NCAR q Washington and Meehl (1989) No 1%/yr* 2.3 4.0 58
r5 Washington and Meehl (1993, 1996), No 1%/yr 3.8 4.6 83

Meehl and Washington (1996)

UKMO s Murphy (1995a,b), Murphy and Mitchell (1995) Yes 1%/yr 1.7 2.7 64
t6 Johns et al. (1997), Keen (1995) Yes 1%/yr 1.7 2.5 68
w7 Johns et al. (1997), Tett et al. (1997), Yes 1%/yr na 2.5

Mitchell et al. (1995b), Mitchell and Johns (1997)
z8 Johns et al. (1997), Tett et al. (1997), Yes Aerosols na 2.5

Mitchell et al. (1995b), Mitchell and Johns (1997)

na = not available
†Numbers in italics indicate simulations with other than a 1%/yr increase in CO2.
*1%/yr of current CO2 concentrations.
1Polar deep ocean quantities constrained.
2Three additional 50-year runs, each from different initial conditions.
3CO2 from IPCC scenario 90A after greenhouse gas forcing from 1880 to 1990.
4As (1) with a representation of aerosol forcing, with increases after 1990 based on IS92a. 
5Equilibrium model excluded sea ice dynamics. Coupled model has warmer than observed tropical sea surface temperatures and a vigorous
ice albedo feedback (Washington and Meehl, 1996) contributing to the high sensitivity.

6Average of three experiments from different initial conditions.
7CO2 increased by 1%/yr from 1990. Observed greenhouse gas forcing used from 1860 to 1990.
8As (7) with a representation of aerosol forcing, with increases of aerosol and greenhouse gases after 1990 based on IS92a.



Working Group I contribution to IPCC (1996), we saw that the
inclusion of the direct sulfate aerosol forcing can improve the
simulation of the patterns of temperature change over the last
few decades. Here we consider the effect of combined green-
house gas and direct sulfate aerosol forcing derived from IS92a
on simulated patterns of temperature change to 2050 and
beyond (y,z). Figure B-2 shows area averages of summer and
winter surface temperature, precipitation, and soil moisture
from two models—one set with CO2 increase only, the other
with CO2 increase and the direct effects of sulfate aerosols. The
areas considered include five from Figure B-1 (i.e., Central
North America, South East Asia, Sahel, Southern Europe, and
Australia).

Increasing CO2 alone leads to positive radiative forcing every-
where, with the largest radiative heating in regions of clear
skies and high temperatures (experiment w shown in Figure

6.7a of IPCC 1996, WG I). The surface temperature warms
everywhere except in the northern North Atlantic (Figure 6.7b
of IPCC 1996, WG I). In transient  simulations to 2050, the
inclusion of aerosols based on IS92a (y,z) reduces the global
mean radiative forcing, and leads to negative radiative forcing
over southern Asia. This leads to a muted warming or even
small regions of cooling (y) in mid-latitudes. In (z), China con-
tinues to warm, albeit at a very reduced rate, even though the
local net radiative forcing becomes increasingly negative
(Figure 6.7c in IPCC 1996, WG I). The rate of warming over
North America and western Europe, where the aerosol forcing
weakens, remains below that in the simulation with greenhouse
gases only (w). The cooling due to aerosols is amplified by sea
ice feedbacks in the Arctic (Figure 6.7f in IPCC 1996, WG I).

In assessing these results, one should bear in mind the possible
exaggeration of the sulfate aerosol concentrations under this
scenario, the uncertainties in representing the radiative effects
of sulfate aerosols, and neglect of other factors including the
indirect effect of sulfates. Nevertheless, these experiments sug-
gest that the direct effect of sulfate aerosols could have strong
influence on future temperature changes, particularly in north-
ern mid-latitudes.

B.3. Seasonal Changes in Temperature, Precipitation,
and Soil Moisture

IPCC (1990) reported some broad scale changes that were evi-
dent in most of the equilibrium 2xCO2 experiments that were
then available. The detailed regional changes differed from
model to model. In the transient experiments reported in IPCC
(1992), it was found that the large-scale patterns of response at
the time of doubling CO2 were similar to the corresponding
equilibrium experiments (IPCC, 1990), except that there was a
smaller warming in the vicinity of the northern North Atlantic
and the Southern Ocean in transient experiments. Here we
summarize the main features in the seasonal (December to
February and June to August) patterns of change in tempera-
ture, precipitation, and soil moisture in those experiments with
a 1%/yr increase in CO2 for which data were available. The
changes are assessed at the time data of CO2 doubling (after 70
years). In experiments w-z, we also contrast the continental-
scale response under the IS92a scenario with and without
aerosol forcing at around 2040.

B.3.1. Temperature

With increases in CO2, all models produce a maximum annu-
al mean warming in high northern latitudes (Figures 6.6 and
6.7b of IPCC 1996, WG I). The warming is largest in late
autumn and winter, largely due to sea ice forming later in the
warmer climate. In summer, the warming is small; if the sea
ice is removed with increased CO2, then the thermal inertia of
the mixed-layer prevents substantial warming during the short
summer season, otherwise melting sea ice is present in both
control and anomaly simulations, and there is no change in
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Figure B-2: Simulated regional changes from 1880–1889 to
2040–2049 (experiments x, y) or from pre-industrial to
2030–2050 (experiments w, z). Experiments x and w include
greenhouse gas forcing only, whereas y and z also include
direct sulfate aerosol effects (see Table B-1): (a) Temperature
(December to February); (b) Temperature (June to August);
(c) Precipitation (December to February); (d) Precipitation
(June to August); (e) Soil Moisture (December to February);
and (f) Soil Moisture (June to August).



surface temperature (see Ingram et al., 1989). The details of
these changes are sensitive to parameterization of sea ice and,
in particular, the specification of sea ice albedo (e.g., Meehl
and Washington, 1995). In one simulation (k), there is a
marked cooling over the northeastern Atlantic throughout the
year, which leads to a cooling over part of northwest Europe
in winter. There is little seasonal variation of the warming in
low latitudes or over the southern circumpolar ocean.

When aerosol effects are included (y,z cf. x,w respectively),
the maximum winter warming in high northern latitudes is
less extensive. In mid-latitudes, there are some regions of
cooling (e.g., over China), and the mean warming in the trop-
ics is greater than in mid-latitudes. In northern summer, there
are again regions of cooling in mid-latitudes and the greatest
warming now occurs over Antarctica. Again, including the
direct forcing by sulfate aerosols has a strong effect on simu-
lated regional temperature changes, though the reader should
bear in mind the limitations of these experiments as noted
earlier.

B.3.2. Precipitation

On increasing CO2, all models produce an increase in global
mean precipitation. Precipitation increases in high latitudes in
winter (except in k around the Norwegian Sea where there is
cooling and a reduction in precipitation), and in most cases the
increases extend well into mid-latitudes (e.g., Figure 6.11a in
IPCC 1996, WG I). The warming of the atmosphere leads to
higher atmospheric water vapor content and enhanced pole-
ward water vapor transport into the northern high latitudes—
hence enhanced water vapor convergence and precipitation
(e.g., Manabe and Wetherald, 1975). In the tropics, the pat-
terns of change vary from model to model, with shifts or
changes in intensity of the main rainfall maxima. However,
many produce more rainfall over India and/or southeast Asia
as seen in Figure B-1. This is consistent with an increase in
atmospheric water vapor concentration leading to enhanced
low level moisture convergence associated with the strong
mass convergence into the monsoon surface pressure low. All
models considered apart from p and q produce a general
reduction in precipitation over southern Europe. In general,
changes in the dry subtropics are small.

With the inclusion of aerosol forcing (y,z), there is only a small
increase in global mean precipitation. The patterns of change in
precipitation in northern winter are broadly similar to that in a
parallel simulation with greenhouse gases only (x,w respec-
tively), but less intense. In northern summer, there is a net
reduction in precipitation over the Asian monsoon region
(Figure B-2), because the aerosol cooling reduces the land-sea
contrast and the strength of the monsoon flow. This is in con-
trast to the models run with CO2 increase only that showed
increases of monsoon precipitation (Figure B-1). Precipitation
increases on average over southern Europe (it decreases when
aerosol effects are omitted) and over North America, where
changes were small with increases in greenhouse gases only.

There is now mounting evidence to suggest that a warmer cli-
mate will be one in which the hydrological cycle will in gener-
al be more intense (IPCC, 1992), leading to more heavy rain
events (ibid, pp. 119). It should be noted, however, that as the
GCM grid sizes are much larger than convective elements in the
atmosphere, daily precipitation is poorly reproduced by GCMs.

B.3.3. Soil Moisture

Soil moisture may be a more relevant quantity for assessing
the impacts of changes in the hydrological cycle on vegetation
than precipitation since it incorporates the integrated effects of
changes in precipitation, evaporation, and runoff throughout
the year. However, simulated changes in soil moisture should
be viewed with caution because of the simplicity of the land-
surface parameterization schemes in current models (e.g.,
experiments a,e-i,m,n,p,q, and r use an unmodified “bucket”
formulation; see Section 5.3.2 of IPCC 1996, WG I).

Most models produce a general increase in soil moisture in
the mean in high northern latitudes in winter, though in some
(a,k) there are also substantial areas of reduction. The
increases are due mainly to the increased precipitation dis-
cussed above, and the increased reaction of precipitation
falling as rain in the warmer climate. At the low winter tem-
peratures, the absolute change in potential evaporation is
small, as expected from the Clausius-Clapyeron relation, so
evaporation increases little even though temperature increas-
es are a maximum in winter. Hence, the increase in soil mois-
ture in high altitudes in winter is consistent with physical rea-
soning and the broad scale changes are unlikely to be model-
dependent. However, it should be noted that in general the
models considered here do not represent the effects of freez-
ing on groundwater.

Most models produce a drier surface in summer in northern
mid-latitudes. This occurs consistently over southern Europe
(except q, which produces an excessively dry surface in winter
in its control climate) and North America (except d,k, and q).
The main factor in the drying is enhanced evaporation in sum-
mer (see Wetherald and Manabe, 1995): The absolute rate of
increase in potential evaporation increases exponentially with
temperature if other factors (wind, stability, and relative
humidity) are unchanged.

As noted in the IPCC (1990), the following factors appear to
contribute to summer drying:

• The soil in the control simulation is close to saturation
in late winter or spring; this ensures that much of the
extra precipitation in winter is not stored in the soil but
lost as runoff.

• There is a substantial seasonal variation in soil moisture
in the simulation of present climate; some of the sim-
pler models may exaggerate the seasonal cycle of soil
moisture (see Chapter 5 of IPCC 1996, WG I) leading
to an exaggerated response in the warmer climate.
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• In higher latitudes, earlier snowmelt leading to enhanced
solar absorption and evaporation may contribute.

• Changes in soil moisture may be amplified by cloud
feedbacks in regions where evaporation is being limit-
ed by low soil moisture values (e.g., Wetherald and
Manabe, 1995).

• The drying is more pronounced in regions where pre-
cipitation is reduced in summer.

Given the varying response of different land-surface schemes
to the same prescribed forcing (IPCC 1996, WG I, Chapter 5),
the consistency from model to model of reductions over south-
ern Europe in summer might be regarded as surprising. All
models submitted (except p,q) produced a reduction in summer
precipitation over southern Europe: Here changes in circula-
tion and precipitation may be more important in determining
soil moisture changes than the details of the land-surface
scheme. Reductions over North America are less consistent,
and there is a still wider model-to-model variation in the
response over northern Europe and northern Asia.

With aerosol forcing included (y,z), the patterns of soil moisture
change in northern winter are similar but weaker than with green-
house gas forcing only (x,w). However, soil moisture increases
over North America and southern Europe in summer when
aerosol effects are included (y,z), presumably because of the
reduced warming and its effect on evaporation, and because of
increases in precipitation. The changes in the hydrological cycle
are likely to be sensitive to the distribution of aerosol forcing and
the coupled model used. However, it is clear that aerosol effects
have a strong influence on simulated regional climate change.

B.4. Simulations using Statistical Downscaling and
Regional Climate Modeling Systems

Although computing power has substantially increased during
the last few years, the horizontal resolution of present coupled
GCMs is still too coarse to capture the effects of local and
regional forcings in areas of complex surface physiography
and to provide information suitable for many impact assess-
ment studies. Since IPCC (1992), significant progress has
been achieved in the development and testing of statistical
downscaling and regional modeling techniques for the gener-
ation of high-resolution regional climate information from
coarse-resolution GCM simulations.

B.4.1. Statistical Downscaling 

Statistical downscaling is a two-step process basically consist-
ing of i) development of statistical relationships between local
climate variables (e.g., surface air temperature and precipita-
tion) and large-scale predictors, and ii) application of such rela-
tionships to the output of GCM experiments to simulate local
climate characteristics. A range of statistical downscaling mod-
els have been developed (IPCC 1996, WG I), mostly for U.S.,
European, and Japanese locations where better data for model

calibration are available. The main progress achieved in the last
few years has been the extension of many downscaling models
from monthly and seasonal to daily time scales, which allows
the production of data more suitable for a broader set of impact
assessment models (e.g., agriculture or hydrologic models).

When optimally calibrated, statistical downscaling models
have been quite successful in reproducing different statistics of
local surface climatology (IPCC 1996, WG I). Limited appli-
cations of statistical downscaling models to the generation of
climate change scenarios has occurred showing that in com-
plex physiographic settings local temperature and precipitation
change scenarios generated using downscaling methods were
significantly different from, and had a finer spatial scale struc-
ture than, those directly interpolated from the driving GCMs
(IPCC 1996, WG I).

B.4.2. Regional Modeling

The (one-way) nested modeling technique has been increasing-
ly applied to climate change studies in the last few years. This
technique consists of using output from GCM simulations to
provide initial and driving lateral meteorological boundary con-
ditions for high-resolution Regional Climate Model (RegCM)
simulations, with no feedback from the RegCM to the driving
GCM. Hence, a regional increase in resolution can be attained
through the use of nested RegCMs to account for sub-GCM
grid-scale forcings. The most relevant advance in nested region-
al climate modeling activities was the production of continuous
RegCM multi-year climate simulations. Previous regional cli-
mate change scenarios were mostly produced using samples of
month-long simulations (IPCC 1996, WG I). The primary
improvement represented by continuous long-term simulations
consists of equilibration of model climate with surface hydrol-
ogy and simulation of the full seasonal cycle for use in impact
models. In addition, the capability of producing long-term runs
facilitates the coupling of RegCMs to other regional process
models, such as lake models, dynamical sea ice models, and
possibly regional ocean (or coastal) and ecosystem models.

Continuous month- or season-long to multi-year experiments
for present-day conditions with RegCMs driven either by
analyses of observations or by GCMs were generated for
regions in North America, Asia, Europe, Australia, and Africa.
Equilibrium regional climate change scenarios due to doubled
CO2 concentration were produced for the continental U.S.,
Tasmania, Eastern Asia, and Europe. None of these experi-
ments included the effects of atmospheric aerosols.

In the experiments mentioned above, the model horizontal grid
point spacing varied in the range of 15 to 125 km and the
length of runs from 1 month to 10 years. The main results of
the validation and present-day climate experiments with
RegCMs can be summarized in the following points:

• When driven by analyses of observations, RegCMs
simulated realistic structure and evolution of synoptic
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events. Averaged over regions on the order of 104–106

km2 in size, temperature biases were mostly in the
range of a few tenths of °C to a few °C, and precipita-
tion biases were mostly in the range of 10–40% of
observed values. The biases generally increased as the
size of the region decreased.

• The RegCM performance was critically affected by the
quality of the driving large-scale fields, and tended to
deteriorate when the models were driven by GCM out-
put, mostly because of the poorer quality of the driving
large-scale data compared to the analysis data (e.g.,
position and intensity of storm tracks).

• Compared to the driving GCMs, RegCMs generally
produced more realistic regional detail of surface cli-
mate as forced by topography, large lake systems, or
narrow land masses. However, the validation experi-
ments also showed that RegCMs can both improve and
degrade aspects of regional climate compared to the dri-
ving GCM runs, especially when regionally averaged.

• Overall, the models performed better at mid-latitudes
than in tropical regions.

• The RegCM performance improved as the resolution of
the driving GCM increased, mostly because the GCM
simulation of large-scale circulation patterns improved
with increasing resolution.

• Seasonal as well as diurnal temperature ranges were
simulated reasonably well.

• An important problem in the validation of RegCMs has
been the lack of adequately dense observational data,
since RegCMs can capture fine structure of climate pat-
terns. This problem is especially relevant in mountain-
ous areas, where only a relatively small number of
high-elevation stations are often available.

When applied to the production of climate change scenarios,
nested model experiments showed the following (IPCC 1996,
WG I):

• For temperature, the differences between RegCM- and
GCM-simulated region-averaged change scenarios were
in the range of 0.1 to 1.4°C. For precipitation, the differ-
ences between  RegCM and GCM scenarios were more
pronounced than for temperature, in some instances by
one order of magnitude or even in sign. These differ-
ences between RegCM- and GCM-produced regional
scenarios are due to the combined contributions of the
different resolution of surface forcing (e.g., topography,
lakes, coastlines) and atmospheric circulations, and in
some instances the different behavior of model parame-
terizations designed for the fine- and coarse-resolution
models. In summer, differences between RegCM and
GCM results were generally more marked than in winter
due to the greater importance of local processes.

• While the simulated temperature changes obtained with
nested models were generally larger than the corre-
sponding biases, the precipitation changes were gener-
ally of the same order of, or smaller than, the precipita-
tion biases.

Finally, of relevance for the simulation of regional climate
change is the development of a variable-resolution global
model technique, whereby the model resolution gradually
increases over the region of interest.

B.5. Conclusions

Analysis of surface air temperature and precipitation results
from regional climate change experiments carried out with
AOGCMs indicates that the biases in present-day simulations
of regional climate change and the inter-model variability in the
simulated regional changes are still too large to yield a high
level of confidence in simulated change scenarios. The limited
number of experiments available with statistical downscaling
techniques and nested regional models has shown that complex
topographical features, large lake systems, and narrow land
masses not resolved at the resolution of current GCMs signifi-
cantly affect the simulated regional and local change scenarios,
both for precipitation and (to a lesser extent) temperature (IPCC
1996, WG I). This adds a further degree of uncertainty in the
use of GCM-produced scenarios for impact assessments. In
addition, most climate change experiments have not accounted
for human-induced landscape changes and only recently has the
effect of aerosols been investigated. Both these factors can fur-
ther affect projections of regional climate change.

Compared to the global-scale changes due to doubled CO2 con-
centration, the changes at 104–106 km2 scale derived from tran-
sient AOGCM runs are greater. Considering all models, at the
104–106 km2 scale, temperature changes due to CO2 doubling
varied between 0.6 and 7°C and precipitation changes varied
between -35 and 50% of control run values, with a marked
inter-regional variability. Thus, the inherent predictability of
climate diminishes with reduction in geographical scale. The
greatest model agreement in the simulated precipitation change
scenarios was found over the South East Asia (about -1 to
30%), Northern Europe (about -9 to 16%), Central North
America (about -7 to 5%), and East Asia (about 0.1 to 16%)
regions in summer, and Southern Europe (about -2 to 29%),
Northern Europe (about 5 to 25%), and East Asia (about 0.5 to
18%) in winter. For temperature, the greatest model agreement
in simulated warming occurred over Australia in summer
(about 1.65 to 2.5°C, when excluding one outlier) and the
Sahel in winter (about 1.8 to 3.15°C, when excluding one out-
lier). Regardless of whether flux correction was used, the range
of model sensitivities was less than the range of biases, which
suggests that models produce regional sensitivities that are
more similar to each other than their biases.

The latest regional model experiments indicate that high-
resolution information, on the order of a few 10s of km or less,
may be necessary to achieve high accuracy in regional and
local change scenarios in areas of complex physiography. In
the last few years, substantial progress has been achieved in the
development of tools for enhancing GCM information.
Statistical methods were extended from the monthly/seasonal
to the daily time scale, and nested model experiments were
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extended to the multi-year time scale. Also, variable- and high-
resolution global models can be used to study possible feed-
backs of mesoscale forcings on general circulation.

Regional modeling techniques, however, rely critically on the
GCM performance in simulating large-scale circulation patterns
at the regional scale, because they are a primary input to both
empirical and physically based regional models. Although the
regional performance of coarse-resolution GCMs is still some-
what poor, there are indications that features such as position-
ing of storm track and jet stream core are better simulated as the
model resolution increases. The latest nested GCM/RegCM and
variable-resolution model experiments, which employed rela-
tively high-resolution GCMs and were run for long simulation
times (up to 10 years) show an improved level of accuracy.
Therefore, as a new generation of higher resolution GCM sim-
ulations become available, it is expected that the quality of sim-
ulations with regional and local downscaling models will also
rapidly improve. In addition, the movement towards coupling
regional atmospheric models with appropriately scaled ecolog-
ical, hydrological, and mesoscale ocean models will not only
improve the simulation of climatic sensitivity, but also provide
assessments of the joint response of the land surface, atmos-
phere, and/or coastal systems to altered forcings.
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